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**ABSTRACT**

How are states responding to the threat of using digital technologies to subvert democratic processes? Protecting political and democratic processes from interference via digital technologies is a new and complicated security threat. In recent years the issue has been most prominent in terms of election security, yet the widespread usage of digital technologies allows for the subversion of democratic processes in multifaceted ways. From disrupting the political discourse with false information to inflaming and stoking political divisions digital technologies allows for a variety of ways for malicious actors to target democracies. This article compares different state experiences with interference in sovereign and contested political decisions. More specifically the article compares the Norwegian approach and experience in managing these challenges with those of Finland and the UK. Mapping both how the problem is understood, and the role of previous experiences in shaping public policy.

This paper investigates how states are responding to the threat of digital technologies being used to undermine democratic processes. While propaganda and the influencing of political decisions are nothing new, the ever-increasing use of digital technologies has made the issue of disinformation and the subverting of political discourse a pressing topic (Grigsby 2017). Following the 2016 US presidential elections and the subsequent investigation into suspected Russian interference, the subject has become a matter of critical importance on policy agendas globally. Research has tried to measure whether Russian attempts were effective, in doing so asking whether the spreading of disinformation by foreign states can potentially determine the outcome of democratic elections (Benkler, Faris, and Roberts 2018; Jamieson 2018). Since then, disinformation has become a notable feature of several high-profile political events, including the 2017 French presidential elections (Bulckaert 2018) and the 2019 elections to the European Parliament (Bendiek and Schulze 2019). Furthermore, the existence of false and falsified information has become a societal issue beyond the narrow topic of elections. A full 15% of Twitter users in 2017 were estimated to be bots (Prier 2017), while the use of internet...
technologies to propagate false claims and narratives has been linked to such issues as climate change scepticism/denial (Leiserowitz et al. 2013) and radicalisation (Sablina 2019), and been used as a political tool for altering narratives around incidents as diverse as the Salisbury poisoning (EU vs Disinfo 2019) and the Hong Kong protests (Facebook 2019). The ‘normality’ of disinformation has been accepted to such an extent that a UK parliamentary committee described it as an expected part of modern political life (Digital, Culture, Media and Sport Committee 2019).

False and misleading information, and its ability to spread rapidly online, has been described as a societal vulnerability and a threat to democracy. While some uncertainties remain, especially as to the extent to which disinformation is effective (Benkler, Faris, and Roberts 2018), the possible consequences are indeed grave. States grappling with this challenge are currently implementing policies that aim to prevent disinformation from propagating too widely in their societies. In this paper, we compare the extent to which Finland, the UK and Norway envision the role of ‘ordinary citizens’ in building and maintaining resilience against disinformation and influence campaigns. The paper builds on desktop studies, complemented by semi-structured interviews with 21 policymakers, stakeholders and independent experts from Finland, the UK and Norway, in order to map existing and planned policies. We begin by offering some background and definitions of, the issue of disinformation. We then proceed to map out the approaches of the three states, examining their shared features and/or diverging practices, and the extent to which policies mainly target individual citizens.1

Background, definitions, literature

Disinformation has been described as ‘the deliberate creation and sharing of false and/or manipulated information that is intended to deceive and mislead audiences, either for the purposes of causing harm, or for political, personal or financial gain’ (Digital, Culture, Media and Sport Committee 2019). In international politics, it is increasingly used as a tool for altering perceptions on a particular issue or subverting the political discourse by inserting false information (Digital Forensic Research Lab 2018).

The growing use of disinformation in international politics as a consequence of digital technologies has been extensively chronicled elsewhere (Badawy, Ferrara, and Lerman 2018; Bartles 2016; Bradshaw and Howard 2018a; Connell and Vogler 2017; Darczewska 2014; Franke 2015; Howard and Bradshaw 2019; Jamieson 2018; Kragh and Åsberg 2017; Moore 2018; Morgan 2018; Pope 2018; Splidsboel Hansen and Jensen 2016; Stukal et al. 2017; Ziegler 2018). While there can be no doubt that disinformation exists, its effect on political discourse is a far more controversial topic. Several researchers have criticised the idea that state-backed disinformation can effectively alter perceptions (Benkler, Faris, and Roberts 2018; Guess et al. 2019). Instead, they hold that the core of the issue lies within national politics (Benkler, Faris, and Roberts 2018) or in traditional media (Marwick and Lewis 2017; Steensen 2019); or they argue that attempts by other states to spread disinformation are limited, and far less worrisome than comparable efforts by domestic actors (Bastos and Mercea 2019; Nyhan 2019).

Rather than focus primarily on the ability of hostile states to shape domestic political opinion, a related literature has instead highlighted the broader negative societal effects of large, advertisement-driven internet platforms and online communication (Herpig,
Schuetze, and Jones 2018; Kumar, West, and Leskovec 2016). These authors point to the
growing (mis)use of social media, enabled by the business model of large tech platforms,
as well as shifts in the business models of traditional media (Allcott and Gentzkow 2017;
Allcott, Gentzkow, and Yu 2019; Bastos and Mercea 2019; Crain and Nadler 2019; Eady
et al. 2019; Kim 2018a, 2018b; Kim et al. 2018; Marwick and Lewis 2017; Robinson 2018;
Sablina 2019; Woolley 2016). While these platforms may have had some success in limit-
ing the spread of disinformation (Allcott, Gentzkow, and Yu 2019), the long-term effects of
their broader business models remain to be seen. The main challenges here have less to
do with immediate attempts at swaying public opinion, and more to do with the splinter-
ing of a shared public discourse, leading to new forms of political organisation with uncer-
tain consequences, irrespective of whether the source of polarisation is foreign or
domestic (Eady et al. 2019; Farrell and Schneier 2018; Lin 2019; Patel 2019). In turn, the
policy problem is not so much the spread of false information or propaganda by state
actors, but the changing dynamics of communication and the growing power and
influence of global digital platforms (Gillespie 2015; Gorwa 2019b; Just and Latzer 2017;
Kenney, Bearson, and Zysman 2019; Mozur and Scott 2016; Tufekci 2018; Zuboff 2015,
2019).

Various features of the shift towards digital communications shape how information is
shared and spread. An obvious starting point is the way in which the internet makes dis-
tance irrelevant, putting actors all over the world in touch with one another. Related to
this, new forms of media (which might not always adhere to established standards of jour-
nalism) are reaching larger audiences (Kalsnes 2019). This allows for more direct forms of
communication, which can bypass the media’s traditional ‘gatekeeping’ role and thus be
exploited to push false news stories. A further key feature of the internet is the anonymity
it offers to those wishing to conceal their true identity. A defining element of online com-
munication has become the presence of ‘trolls’ – actors debating with malicious intent.
The anonymity of the internet has been linked to polarisation and the expression of
more extreme opinions, but there has been little research as to the causal relationship
(Benkler, Faris, and Roberts 2018). Regardless, anonymity enables users to mask who
they really are, which may in turn lend undeserved credibility to hostile actors.

Though these challenges are common to all communications on the internet, several
key features specific to social media have enabled the rapid spread of disinformation. One
of these is the automated selection of content with which users interact. This is particu-
larly so for social media platforms employing algorithms that promote content with high
user interaction, as polarising content is designed to increase the likelihood of user
engagement (Bradshaw and Howard 2018b). The classic example is the ability of auto-
mated accounts – ‘bots’ – to re-tweet or ‘like’ tweets in order to push fringe content
into the mainstream (Gorwa and Guilbeault 2018). Creating falsified interest in fringe
opinions may contribute to such opinions entering mainstream discourse or gaining
legitimacy among a broader public (Bradshaw and Howard 2018a; Howard and Bradshaw
2019). A classic instance was the Russian meddling in the US 2016 presidential election,
where automated accounts promoted both white supremacist and Black Lives Matter
content, sharpening polarisation on both sides of the debate (Bradshaw et al. 2019).

Beyond pushing fringe opinions into the mainstream, the massive amounts of data
these digital platforms possess enable more specialised and individualised content:
‘microtargeting’. Unlike traditional media, where communications to one group of citizens
inevitably reach other groups as well, thereby helping to hold politicians to account, communications on social media can be targeted at the level of the individual. Thus, politicians or other actors can promise two opposing solutions to different groups of voters, without confrontation (Heawood 2018). The most-cited example of this kind of practice is the real-time bidding feature of Facebook’s advertising system, whereby potential advertisers can target a defined subset of users for any ad they want to promote on the platform. As users scroll through Facebook, they are shown ads that match their subset of users – with no information as to what other users are seeing (Olejnık 2016; Olejnık and Castelluccia 2016).

While efforts have been made to curtail the misuse of microtargeting and real-time bidding in election campaigns, they have so far enjoyed only modest success. In 2019, Facebook introduced the Ad Library and asked all political parties to mark their advertisements so they could be stored and accessed (Facebook 2020). This, however, has not been without problems – in the 2019 Norwegian municipal elections, for example, parties inadequately marked their advertisements as ‘political’, thereby undermining the usefulness of the tool (Johansen and Hager-Thoresen 2019). Furthermore, the clampdown on political ads has had unintended side-effects. Several respondents to our study referred to the 2019 European parliamentary elections, where Facebook implemented a policy banning those outside the target country from purchasing political advertisements. Though implemented with good intentions, the policy ultimately prevented EU politicians in Brussels from campaigning in their respective countries, as they were flagged as ‘foreign’ actors.

This points towards the larger societal complications caused by the structural change in political communication. Big data analytics and algorithmic governance have increasingly become a new form of governance in societies (Gorwa 2019a, 2019b), opening up new spaces of knowledge and control that did not previously exist, the implications of which are only now becoming evident (Amoore and Piotukh 2015). While bots, trolls and political advertisements may be short-term problems solvable by digital platforms in cooperation with governments globally, a far more fundamental challenge is the changing power dynamics between the two (Helberger, Pierson, and Poell 2018). Who has the power to determine the limitations of political discourse? What information is presented to individuals? What are the limits of free speech? Such decisions are increasingly being made by global corporations rather than societies (Gillespie 2015). Moreover, an absence of transparency and lack of access to the data provided by the digital platforms constrains researchers seeking to study the implications of this shift (Walker, Mercea, and Bastos 2019).

This paper builds on interviews conducted between July 2019 and June 2020. The data from these interviews were combined with a cross-checking of data and narratives with a wide range of informants. Our enquiries were inspired by anthropology and what has been called ‘polymorphous engagement’ (Gusterson 1997, 116). This involves a combination of methods such as formal interviews, document study and observation. Most of our interviews and focus groups were conducted face-to-face in Oslo, London and Helsinki, but we have also conducted interviews on Skype and Microsoft Teams. Our interviewees were selected through a network method. We already had knowledge of stakeholders through previous projects and work; when contacting and interviewing these we always asked for recommendations for other stakeholders to contact. We also
made sure to talk with key ministries in the three countries, as well as major digital platforms and their activities in the three countries, such as Facebook. The case countries were chosen because they are all very digitalised countries with very similar political situations, although with key differences. UK is one of the world’s great powers and thus presumably more vulnerable to such attacks, Finland is closer to Russia and is an interesting case in this context. Norway was a logical departure for this investigation, since both authors are working in this country, but it is also interesting as a case-country because it had a political election during our investigations.

While significant questions remain about the future role of disinformation, the trend towards weaponizing information for political gain continues to give grounds for concern. Effective policies are therefore increasingly important for domestic and national security purposes. To this we now turn.

Country approaches: Finland, the UK, Norway

Liberal democratic states may find dealing with disinformation particularly challenging, with societal values such as freedom of speech and the security of democratic processes framed as conflicting, but not necessarily mutually exclusive (Farrell and Schneier 2018). As argued above, the change in communication technologies since the turn of the millennium has altered the form and nature of political discourse and debates. With the negative side-effects of this development becoming increasingly evident, states have set about implementing measures to combat disinformation in their societies.

Finland

Of the three countries examined here, Finland had the most long-term dedicated approach to disinformation, dating back to 2014 and the Russian annexation of Crimea. The issue of disinformation is not understood narrowly as ‘foreign’ influence, but encompasses such issues as extremism, trolling and online harassment. While Finland has received praise for tackling disinformation campaigns that have targeted the country (Mackintosh 2019), it would be premature to conclude that it is more exposed to disinformation than similar countries. The steps Finland has taken should also be seen in the context of its historical and geopolitical relationship with Russia. However, existing strategies and reports, policy documents, and our interviews, do indicate that the Finnish authorities regard the issue of disinformation – especially disinformation of Russian origin – as more pressing than their counterparts in Norway, and possibly the UK (Ahonen 2018; Riiheläinen 2018).

Finland’s main protection against disinformation has been identified as its high levels of media literacy and trust in government, along with the general resilience of the population. Greater emphasis has been placed on preserving these features of Finnish society, anchored in the concept of comprehensive security, than on creating new policies. Efforts have been mainly domestic and have included long-term strategies as well as more immediate remedies. The focal point of policies has been building resilience to disinformation through raising awareness among the general public and the media, improving collaboration in the public sector, and encouraging critical thinking and reflection through the educational system. Regarding improved collaboration, our respondents
mentioned the establishment of the ‘influence network’ – consisting of various ministries and coordinated by the office of the prime minister – as important for detecting and responding efficiently to incidents. This system promotes better information sharing between various public bodies, between security services and other parts of the government, and between the government and the general population.

Attention given to the issue of disinformation peaked in connection with the 2019 elections, with the security of the electoral process placed under scrutiny and the mitigation of potential risks attempted (Justitieministeriet 2019). As the Finnish electoral system is largely manual, with paper ballots, manual counting, and long-term storage of votes after an election, the digital risks posed by a general election itself are considered low. Even so, communicating the security and resilience of the electoral system was stressed as vital to combat misperceptions, with one example targeting the broader population being the launch of a government initiative in the run-up to the 2019 elections that utilised various celebrities and public figures (Government Communications Department 2019). Unlike the UK and Norway, Finland did not have a fact-checker approved by IFCN, the global fact-checking network, though this was not seen as a significant issue by respondents (IFCN 2020).

The importance of social media platforms is substantial and growing in Finland. The government has adopted a collaborative approach with the major tech companies regarding possible attempts to influence the political discourse (Justitieministeriet 2019). However, multiple respondents complained about the inadequacy of this approach. Attempts at reaching out and taking initiative from the government side had been met with indifference or no response from at least one social media platform. It could be argued, and some respondents made the case, that the power imbalance between a global corporation and a small country like Finland is manifesting itself in a lack of attention to Finnish problems and perspectives. As a result of the disappointments in collaboration, our respondents explained that Finland has chosen to pursue regulation of digital platforms within the EU. This is because EU-wide regulations – backed by the union’s market power and regulatory clout – are regarded as being far more likely to succeed than regulations at the level of individual states.

**The UK**

As in Finland, efforts undertaken in the UK have not involved any radical realignment of policy. Rather, authorities have been striving to establish more coherent and collaborative approaches across government sectors, alongside raising awareness within government and the general populace. Our respondents described the 2018 Skripal poisoning case and the false narratives spread in its wake as a learning experience highlighting the necessity of proactive and consistent communication. Government entities have chosen a two-pronged approach: firstly, to communicate potentially divisive issues before misperceptions take hold, and secondly, to have contingency plans in place for unforeseen incidents.

As a result, different agencies, offices and departments are taking the lead on different initiatives, including The National Cyber Security Centre (NCSC) which, in addition to its broader role in fostering cyber security, has mainly advised candidates and parties on cybersecurity, performed audits and held exercises (National Cyber Security Centre...
The Cabinet Office has established a Rapid Response Unit (RRU) which takes the lead in actively responding to false narratives and issuing corrections (Feikert-Ahalt 2019). By quickly establishing and promoting a counter-narrative, the goal is to target evolving conversations and get verified facts and narratives to be visible in these conversations, if needed, paying for Facebook ads to ensure that the relevant people are reached. This has been the case recently for Covid 19 misinformation. The Foreign & Commonwealth Office (FCO) has been involved in initiatives to tackle disinformation abroad and the Department for Digital, Culture, Media and Sports (DCMS), in response to Coronavirus, has established another Rapid Response Unit coordinating the tasks of different UK agencies. In addition, the department, as the responsible government body for regulating tech companies, has played a part in the evolving discussions on regulating platforms resulting in the report published by the DCMS committee.

Finally, another major area of focus has been on raising awareness among the broader citizenry, along with such initiatives as the SHARE checklist, aimed at improving the public’s ability to reflect critically on online news (HM Government 2019b). Similarly, efforts to incorporate critical thinking into education are linked to the spread of disinformation and false news articles (Cockburn 2019). This is not an exhaustive list of all government initiatives and efforts of relevance to digital democracies, but it covers the most significant in addition to outlining the range of stakeholders involved and deemed relevant.

Of the countries examined here, the UK has gone the furthest in criticising the role of digital platforms. A 2019 report by the House of Commons’ Digital, Culture, Media and Sports Committee entitled Disinformation and ‘Fake News’ was highly critical of the role played by social media platforms, and outlined a list of recommendations – these, however, have not yet been implemented (Digital, Culture, Media and Sport Committee 2019). Related to this report, both the Online Harms White Paper (HM Government 2019a) and the Cairncross Review of a Sustainable Future for Journalism (Cairncross 2019) have examined the issue of disinformation and digital communications more broadly (Goodman 2019). As yet, these reviews and reports have not resulted in any new policies, but our respondents argued that this was largely because the prolonged Brexit process had delayed their development.

Norway

In Norway, the political discourse appears to have been less influenced by foreign disinformation than the other two cases, with no prominent instances of foreign influence mentioned in our interviews or otherwise identified (Kalsnes 2019). During the 2019 municipal elections, the Norwegian independent research institute of Applied Research, Technology and Innovation (SINTEF) investigated the possibilities of foreign influence, but no clear evidence was found that this was the case (Grøtan et al. 2019). Publicly available datasets on known disinformation campaigns, such as those published by Twitter in 2018, have only a marginal focus on Norwegian political issues, which strengthens the hypothesis that Norway has thus far not been exposed to the same extent as other countries (Twitter 2018). There may be several reasons for this, one being that the 2019 elections were local rather than national, and so perhaps of little interest to such campaigns. Another reason, mentioned by respondents, may be the election system itself.
The Norwegian multi-party system is such that it is rare for a single party to be given the opportunity to govern alone. This means that, most of the time, parties must work together to form coalition governments or minority cabinets, potentially making the country’s election system more resilient to disinformation campaigns aimed at polarisation. A third reason may be the fact that Norway, a small country not involved in any geopolitical conflicts in recent years, does not elicit the same level of interest as larger countries involved in greater power politics.

Norwegian efforts to combat potential attempts to influence the political discourse focused on the September 2019 local (municipal and county council) elections. That summer, the Norwegian government engaged a broad range of ministries and stakeholders to initiate a 10-point plan to secure the elections. Headed by the Ministry of Local Government and Modernisation and the Ministry of Justice and Public Security, the working group took the lead in safeguarding democratic processes in the digital age. The 10-point plan focused on, firstly, improving election security, and, secondly, boosting resilience through fostering critical thinking and awareness (Kommunal og moderniseringsdepartementet 2019). Beyond election-targeting efforts, there has been a focus on building resilience, as in the UK and Finland. The working group has continued to meet regularly, establishing – as our respondents noted – an informal network of public bodies working on securing elections. This new approach has also entailed increased efforts at improving critical thinking (Utdanningsdirektoratet 2019).

Regulating social media platforms and large tech companies was not a topic mentioned by any government respondents, but was one that was frequently brought up by outside experts. In addition, attempts at fostering such debates by, for example, the Norwegian Board of Technology (NBT) were met with puzzlement by some social media platforms representatives as discussed proposals had already been implemented at an EU-level and were soon to be rolled out in Norway as well. While the issue of disinformation continues to get attention in the Norwegian context, there appears to have been limited movement in developing new policies and regulation.

**Comparison and discussion**

The UK, Finland and Norway emerge as broadly similar in their understanding of the issue of disinformation, as well as the efforts they have undertaken to combat it. Public statements and assessments by intelligence agencies in all three countries show that Russia is regarded as the state most actively engaged in disinformation (Karlsen 2019). However, all three countries view disinformation as a broader societal issue and have not concentrated solely on the actions of any given state. Interestingly, Norwegian and UK respondents highlighted the 2016 US election as the starting point for more focused efforts at disinformation, whereas Finnish respondents referred to Russia’s 2014 annexation of Crimea and the use of disinformation during the occupation. Even so, this is unlikely to indicate radically differing understandings of the dangers posed by disinformation and its sources.

In all three countries, most respondents agreed that disinformation was as much a domestic issue as a national security one. Moreover, disinformation emanating from domestic actors is considered more effective – and thereby more challenging to combat – than foreign disinformation, primarily due to the difficulties faced by foreign actors in bridging cultural and linguistic divides. This was especially evident in the two Nordic countries, but
respondents in all three countries argued that, while physical distance has become less relevant in the digital age, cultural distance continues to affect the impacts of foreign disinformation.

Another feature common to all three countries is a concern that elections are particularly vulnerable, with efforts at securing elections focused on both their security and in bolstering public trust in the democratic process. Securing the election process entails detecting and responding to false information, improving the security of the election process’ digital aspects, and providing information and advice to relevant actors, such as political parties. Bolstering trust – an issue highlighted by Finnish respondents in particular – relies on communicating the trustworthiness and security of the election process in order to avoid misunderstandings. In this regard, the denial-of-service attack on Sweden’s election authority website during the country’s 2018 elections was mentioned as an example of the dangers of inadequately communicating an election process’ security (Olsson and Wollner 2019).

As to policies and tools aimed at combating disinformation beyond elections, these fall into two broad types of resilience measures: firstly, fostering critical thinking, and secondly – a point mentioned by respondents in all three countries – improving awareness and the capacity to detect and respond to incidents. A key factor highlighted by respondents was improving cooperation and collaboration within government, namely: raising awareness about the problem of disinformation, setting guidelines for effectively communicating facts and counter-narratives, and establishing networks of stakeholders working on relevant issues. These networks, while largely similar, also have a regional tinge – respondents in Finland and Norway more frequently mentioned collaboration with traditional media outlets than did respondents in the UK. In all three cases, the vital importance of exercises, real-life experiences and continued cooperation was emphasised.

Fostering critical thinking is a third major focus in all three countries, through national campaigns aimed at raising awareness and building trust, and through educational systems. The need for members of the public to develop their ability to identify false claims and make informed choices is a concern that spans multiple fields and applies far more broadly than simply the issue of disinformation (Aronson et al. 2019). Most respondents agreed that fostering critical thinking was a long-term project – though some immediate gains can be made, it cannot be expected to serve as a standalone solution in the short term. Such approaches are also seen as involving third parties, such as fact-checkers used to counter false claims and disinformation, but this represents only a minor part of the picture.

Beyond these resilience measures, respondents in all three countries mentioned challenges in dealing with new digital technologies, and the limitations faced by individual states in governing them. While all respondents agreed that digital platforms should play a role in minimising disinformation, the ability of individual states to regulate or incentivise this was contested. In the case of the UK, respondents and several reports have argued for platform regulation, as noted above. Our Finnish respondents explained that most of their country’s efforts were being conducted within the EU framework, which is perceived as increasing the chances of successful regulation. With our Norwegian respondents, on the other hand, independent experts – though not government representatives – linked disinformation to the growth of digital platforms. Regardless, while the reasons given differed, all three countries have few policies specifically aimed at addressing the structural issues, potentially enabling the spread of disinformation.
The fact that Norway was not prioritised for Microsoft’s AccountGuard – a new security service offered to customers in the political space – may indicate that the Norwegian local elections were not interpreted as being particularly vulnerable to digital threats and disinformation campaigns. This is in contrast to the EU parliamentary election, which apparently was prioritised. Microsoft’s AccountGuard is designed to help highly-targeted customers protect themselves from cybersecurity threats, and is part of the company’s defending democracy programme aimed at election integrity, campaign security, advertising transparency and disinformation. It is active in 44 countries, including the UK and Finland, but not yet in Norway. This broadly mirrors other trends when it comes to the relationships between governments (in particular smaller ones) and large tech firms: while the initiatives taken by these tech firms should largely be seen in a positive light, they are very much designed and rolled out according to the preferences of the firms themselves. Most of the respondents that did address the issue of self-regulation and corporate initiatives saw the tech platforms’ approach as insufficient and remarked on their unwillingness to address criticisms by, for instance, fact-checkers in a constructive manner. It was noted that the blame for this situation should not be placed solely on the tech companies, as they were asked to self-regulate on challenging political issues, but all respondents agreed they were failing in doing so. While some government respondents were willing to acknowledge these issues, none offered any indications that substantive regulation or shifts in strategy were forthcoming, but they may nevertheless be under development.

The ability of fact-checkers, traditional media and public bodies to respond to disinformation is backed by a growing research literature. Here, there has been some success, and this has also been the case in terms of fostering critical thinking (Kalsnes 2019). Still, important questions remain as to whether this approach is sufficient. Leaving aside the question of whether training in critical thinking is feasible at scale, it clearly places the burden of dealing with new forms of communication and knowledge-sharing on members of the public, while expanding whole-of-society approaches to include national security. Relying solely on such policies fails to deal with larger structural issues, such as who controls what information, how such information is made available, and to whom. This, according to our respondents, was due more to a lack of will and/or ability on the part of national governments, than ignorance. If a country is unwilling, or unable, to deal with the ever-growing power and influence of digital platforms, then the tools at its disposal are likely to remain limited. That all three states studied here focused on individual citizens, public bodies and elections should be understood as being largely the result of these limitations. Thus, similarities in policy may be evidence of the three countries facing similar issues in governing large global platforms, rather than indicating best practice.

Conclusions

Disinformation is a difficult and challenging issue. While propaganda and various forms of influence have always been present in politics, recent technological developments risk undermining established equilibriums for dealing with false or misleading information. In addition, the lack of transparency characteristic of today’s large digital platforms has made measuring the societal impact of disinformation accurately almost impossible.
Comparing the approaches taken by Finland, the UK and Norway, we find broad similarities in terms of policies and initiatives centred mainly on resilience and collaboration. Furthermore, most efforts are domestic in nature, targeting either public authorities or individual citizens. Though these are indeed important steps, such approaches put the onus on members of the public to navigate the broad structural changes taking place in patterns of communication, leaving the disproportionate influence of large digital platforms largely unaddressed. The erosion of autonomy that such a dynamic entails, with large parts of the regulation of public discourse left to private global corporations, appears both unsustainable, and possibly dangerous, in the long term.

Notes

1. While EU regulations are relevant for Finland, they were not included in the scope of this research project and so are not specifically examined here.
2. See: https://gcs.civilservice.gov.uk/podcasts/fact-countering-misinformation-in-the-media/
5. See: www.microsoftaccountguard.com/en-us/. During the COVID-19 crisis, AccountGuard to protect healthcare from cyberattacks was launched, see: https://blogs.microsoft.com/on-the-issues/2020/04/14/accountguard-cyberattacks-healthcare-covid-19/
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